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Real-time Wireless Data Acquisition System

Abstract
Current and future aerospace requirements demand the creation of a new breed of sensing devices, with emphasis on reduced weight, power consumption, and physical size.  This new generation of sensors must possess a high degree of intelligence to provide critical data efficiently and in real-time.  Intelligence will include self-calibration, self-health assessment, and pre-processing of raw data at the sensor level.  Most of these features are already incorporated in the Wireless Sensors Network (SensorNet™), developed by the Instrumentation Group at Kennedy Space Center (KSC).
A system based on the SensorNet™ architecture consists of data collection point(s) called Central Stations (CS) and intelligent sensors called Remote Stations (RS) where one or more CSs can be accommodated depending on the specific application.  The CS’s major function is to establish communications with the Remote Stations and to poll each RS for data and health information.  The CS also collects, stores and distributes these data to the appropriate systems requiring the information.  The system has the ability to perform point-to-point, multi-point and relay mode communications with an autonomous self-diagnosis of each communications link.  Upon detection of a communication failure, the system automatically reconfigures to establish new communication paths.  These communication paths are automatically and autonomously selected as the best paths by the system based on the existing operating environment.
The data acquisition system currently under development at KSC consists of the SensorNet™ wireless sensors as the remote stations and the central station called the Radio Frequency Health Node (RFHN).  The RFHN is the central station which remotely communicates with the SensorNet™ sensors to control them and to receive data.  The system’s salient feature is the ability to provide deterministic sensor data with accurate time stamps for both time critical and non-time critical applications.  Current wireless standards such as Zigbee™ and Bluetooth® do not have these capabilities and can not meet the needs that are provided by the SensorNet technology.  Additionally, the system has the ability to automatically reconfigure the wireless communication link to a secondary frequency if interference is encountered and can autonomously search for a sensor that was perceived to be lost using the relay capabilities of the sensors and the secondary frequency.  The RFHN and the SensorNet designs are based on modular architectures that allow for future increases in capability and the ability to expand or upgrade with relative ease.  The RFHN and SensorNet sensors can also perform data processing which forms a distributed processing architecture allowing the system to pass along information rather than just sending “raw data points” to the next higher level system.  With a relatively small size, weight and power consumption, this system has the potential for both spacecraft and aircraft applications as well as ground applications that require time critical data.  
The RFHN hardware is based on the PC‑104+ industry standard form factor and consists of COTS boards and a custom transceiver board.  The operating system is based on the VxWorks Real-Time Operating System (RTOS) and the software is written in C.  The RFHN development is not complete with still some software development required before the system is fully functional.  
The Remote Sensor hardware is based on a custom miniature form factor that allows plug-in modules for the different type sensors.  Remote stations using SensorNet have been developed for different sensing technologies such as resistive temperature device, silicon diode, strain, pressure, and hydrogen leak detection.
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